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Takeaways
* Passage difficulty does not affect question difficulty in crowdsoucing MRC data.

" Selecting a diverse sef of passage can help ensure a diverse range of reasoning types.
" Adversarial data collection has a risk to encourage workers to focus on writing only a few
specific types of questions (e.qg., numerical reasoning).

Motivation and Method

Motivation
= What aspects of text sources affect the difficulty and diversity of NLU examples?

Stats & Systems

= We collect 4,340 questions (310 Qs

= We analyze how question difficulty and type are affected by linguistic aspects of passages. " / sources * standard or adversarial)

= Multiple-choice MRC

» Either standard or
adversarial collection
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System (UnifiedQA) )

= About 90% of them are validated

= RoBERTa large * 4 systems

= DeBERTa large & xlarge * 4 systems

= Zero-short performance Is reported

Results and Analyses

Question Difficulty vs. Linguistic Aspects

High-agreement portion

= Counter-intuitive results: easy passages (e.g.,

Question Types

= Hard questions seem to be ,
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reasoning questions are relatively difficult
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Comprehension Types

= Numeric, spatial/temporal, and logical

Elapsed time for question answering (s) Average word frequency

Easy questions

Hard questions

Comprehension Type vs. Text Sources

I factuality ™ factoid W non-factoid M gestalt/attitude B numeric B spatial/temporal logical

= [echnical documents (ReClor & Slate)

> Logical reasoning questions

factuality factoid

non-
factoid

Comprehension types

gestalt/ numeric spatial/

attitude

temporal

logical

(Consistent with Kaushik+ (2021))
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