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Evaluation of Natural Language Understanding

Goal

< Developing a system that understand human languages
= Computationally modeling language understanding
— Studying human language understanding
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Evaluation of Natural Language Understanding

Goal

< Developing a system that understand human languages
= Computationally modeling language understanding

— Studying human language understanding
It's cold in Tokyo. Yes, it's cold in Tokyo.
Tasks %
< Turing Test (1950) ( '
< Question answering (1960s-) Turing Test (1950)

< Recognizing textual entailment (2005-)  [Femie  wonun seling busboo sicks miking o o mes on s loading ok

Hypothesis: There are at least three people on the loading dock.

H H H - Entailment: Yes
- MaChme readlng COmprehenSIOn (2013 ) Recognizing Textual Entailment (2005)
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Machine Reading Comprehension (MRC) Task

ID: MCTest MC160.dev.29 (1) multiple:

: The princess climbed out the window of the high tower and
climbed down the south wall when her mother was sleeping. She wan-
dered out a good ways. Finally she went into the forest where there
are no electric poles but where there are some caves.

Question: Where did the princess wander to after escaping?
Answer: A) Mountain *B) Forest C) Cave D) Castle
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Machine Reading Comprehension (MRC) Task

ID: MCTest MC160.dev.29 (1) multiple:

C1: The princess climbed out the window of the high tower and
the south wall when her mother was sleeping.
C2: She wandered out a good ways.
C3: Finally she went into the forest where there are no electric poles but
where there are some caves.
Q: Where did the princess wander to after ?
A: A) Mountain *B) Forest C) Cave D) Castle

Coreference resolution (she = princess)
(escaping = climbed down)
Temporal relation (climbed — wandered)
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MRC Datasets and Systems

2013
2015

2016

2017

2018

2019

Datasets

MCTest (2K) QA4MRE (240)
bAbI (10K) CNN/Daily Mail (1.4M) CBT (700K)

SQUAD (100K) WikiReading (18M) LAMBADA (10K) Who-
did-What (200K) NewsQA (120K) MS MARCO (100K)

TriviaQA (650K) RACE (100K) QAngaroo (50K) Narra-
tiveQA (50K) MCScript (30K) ...

ARC (8K) CliCR (100K) MultiRC (6K) SQUAD2.0 (100K)
DuoRC (200K) HotpotQA (113K) QUAC (100K) CoQA (127K)

DROP (100K) ReCoRD (120K) MCScript2.0 (20K) ...

Systems

Feature-based models

LSTM-based models
(BiDAF: 2.5M)

Transformer-based models
(GPT-2/BERT/XLNet:

300-400M?)
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MRC Datasets and Systems

Datasets Systems
2013 MCTest (2K) QA4MRE (240) Feature-based models
2015 bAb! (10K) CNN/Daily Mail (1.4M) CBT (700K) LSTM-based models
(BiDAF: 2.5M)

2016 SQUAD (100K) WikiReading (18M) LAMBADA (10K) Who-
did-What (200K) NewsQA (120K) MS MARCO (100K)

2017 TriviaQA (650K) RACE (100K) QAngaroo (50K) Narra-
tiveQA (50K) MCScript (30K) ...

2018 ARC (8K) CliCR (100K) MultiRC (6K) SQuAD2.0 (100K) Transformer-based models
DuoRC (200K) HotpotQA (113K) QUAC (100K) CoQA (127K)  (GPT-2/BERT/XLNet:
300-400M?)

2019 DROP (100K) ReCoRD (120K) MCScript2.0 (20K) ...

{More than 50 datasets} [Huge models}
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Major Datasets

Dataset Year Domain Sourcing Ans Style Focus
MCTest 2013 qug?ig? crowdsourced n(:ﬁlgiiglee first dataset
NV 2015 e awomated  GUY O A
SQUAD 2016 V\Zlairlf[ii[():?ed;a crowdsourced extraction writltaerr?gys ﬁilr%an s
HotpotQA 2018 ?ﬁwiggggian crowdsourced extraction multihop reasoning
DROP 2019 V\grktii%fg;a crowdsourced generation discrete reasoning
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Systems achieved human-level performance...

SQuAD1.1 Leaderboard
Here are the ExactMatch (EM) and F1 scores evaluated on the test set of SQUAD v1.1.
Rank Model EM F1

Human Performance 82.304 91.221
Stanford University
(Rajpurkar et al. '16)

1 XLNet (single model) 89.898 95.080
Google Brain & CMU

2 BERT (ensemble) 87.433 93.160
Google Al Language

https:/arxiv.org/abs/1810.04805
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Issue 1: Evaluation Metrics

Systems achieved human-level performance. But the simple metric tells us...

Dataset A | System X

Q1 X
Q2 v
Q3 X
Q10000 v

Accuracy | 75.0%
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Issue 1: Evaluation Metrics

Systems achieved human-level performance. But the simple metric tells us...

D A X .
ataset A | System What skills the system has???

8; \’; < Corefernece resolution?
Q3 X — < Commonsense reasoning?
: : < Logical reasoning?
Q10.000 v < Understanding discourse
relations?

Accuracy | 75.0%
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Issue 1: Evaluation Metrics

Systems achieved human-level performance. But the simple metric tells us...

D A X .
ataset A | System What skills the system has???

8; \’; < Corefernece resolution?
Q3 X — < Commonsense reasoning?
: : < Logical reasoning?
Q10.000 v < Understanding discourse
relations?

Accuracy | 75.0%

[No interpretability and explainability}
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Issue 2: Question Quality in Recent Datasets

Adversarial examples: [Jia and Liang, 2017]
MRC models are fooled by manually injected distracting sentences

Context: Peyton Manning is the oldest quarterback ever to play in a Super Bowl
at age 39. The past record was held by John Elway, who led the Bron-
cos to victory in Super Bowl XXXIII at age 38 and is currently Denver’s
Executive Vice President of Football Operations.

Question:  What is the name of the quarterback who was 38 in Super Bowl
XXXI1?

Predictions: John Elway
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Issue 2: Question Quality in Recent Datasets

Adversarial examples: [Jia and Liang, 2017]
MRC models are fooled by manually injected distracting sentences

Context: Peyton Manning is the oldest quarterback ever to play in a Super Bowl
at age 39. The past record was held by John Elway, who led the Bron-
cos to victory in Super Bowl XXXIII at age 38 and is currently Den-
ver's Executive Vice President of Football Operations. Quarterback
Jeff Dean had jersey number 37 in Champ Bowl XXXIV.

Question:  What is the name of the quarterback who was 38 in Super Bowl
XXXIN?

Predictions: John Elway — Jeff Dean

[No validity and generalizability}
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Two Issues and Research Questions

1. Evaluation metrics
= No explainability and interpretability
— How to evaluate reading comprehension? (§3)
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= No explainability and interpretability
— How to evaluate reading comprehension? (§3)

2. Question quality

= No validity and generalizability
— How to ensure questions require precise NLU? (§4)
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Two Issues and Research Questions

1. Evaluation metrics
= No explainability and interpretability
— How to evaluate reading comprehension? (§3)

2. Question quality

= No validity and generalizability
— How to ensure questions require precise NLU? (§4)

1& 2 Benchmarking capability of MRC datasets
— How to specify high-quality questions with organized metrics? (§5)

(Important for the explainability in NLU study and practical use]
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Issues and Motivation (in a Broad Sense)

Issues in Current NLP
< Reproducibility of findings [Bouthillier et al., 2019]
= Findings in a dataset/task are transferable to other datasets/tasks?
— How can we accumulate findings in the study?

< Leaderboards tell us nothing about the task when both datasets and
models are black-box.
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Issues and Motivation (in a Broad Sense)

Issues in Current NLP
< Reproducibility of findings [Bouthillier et al., 2019]
= Findings in a dataset/task are transferable to other datasets/tasks?
— How can we accumulate findings in the study?
< Leaderboards tell us nothing about the task when both datasets and

models are black-box.
Underlying Motivation & Goal

< Create a theoretical foundation for the evaluation of NLU.
< Contribute to make the NLU study (NLP in general?) more meaningful.

11/52



Overview

§1.82 Evaluating Natural Language Understanding
in Machine Reading Comprehension

§3 Evaluation Questlon 85 )Benchmark
Metrics Quality Capacity

= How to evaluate reading == How to ensure questions <= How to specify high-quality
comprehension? require precise NLU? questions with organized
— Requisite skills and — Heuristics for identifying metrics?
text readability easy & hard questions — Automated analysis
(AAAI 2017, ACL 2017) (EMNLP 2018) methods for requisite skill
(AAAI 2020)

12/52



Background: System Analysis by Accuracy (Issue 1)

Dataset A | System X

Q1 X
Q2 v
Q3 X
Q10000 v

Accuracy | 75.0%

What skills the system has???

< Corefernece resolution?

< Commonsense reasoning?

< Logical reasoning?

< Understanding discourse
relations?

[No interpretability and explainability}

13/52



Motivation: System Analysis by Skills as Metrics

Dataset A | System X

Q1 X
Q2 v
Q3 X
Q10000 v

Accuracy | 75.0%
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Motivation: System Analysis by Skills as Metrics

Dataset A
Dataset A \ System X Prerequisite Skills System X
Question | Skill T Skill 2 --- Skill 13
Q1 X
Q2 v Q1 X - X X
Q3 X Q2 - v - v
: : Q3 X X - X
Q10000 v : : : : :
Accuracy | 75.0% Q10000 | v v v v
Accuracy [40.0% 90.0% --- 70.0% | 75.0%
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Motivation: System Analysis by Skills as Metrics

Dataset A | System X

Q1 X

Q2 v

Q3 X
Q10000 v
Accuracy | 75.0%

Dataset A
Prerequisite Skills System X
Question | Skill 1 Skill 2 --- Skill 13
Q1 X - X X
—> Q2 - - v
Q3 X X - X
Q10000 v v v v

Accuracy |40.0% 90.0% - --

70.0% | 75.0%

[Decompose the performance into skills — Detailed analysis}
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Chapter 3: Evaluation Metrics for MRC (acL 2017)

SQUAD (2016)

: The United Methodist Church (UMC) prac-
tices infant and adult baptism. Baptized Members
are those who have been baptized as an infant or
child, but who have not professed their own faith.
Question: What are members who have been
baptized as an infant or child but who have not
professed their own faith?

Answer: Baptized Members

MCTest (2013)

: The princess climbed out the window of the
high tower and climbed down the south wall when
her mother was sleeping. She wandered out a good
ways. Finally she went into the forest where there are
no electric poles but where there are some caves.
Question: Where did the princess wander to after
escaping?

Answer: A) Mountain *B) Forest C)Cave D) Castle
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Chapter 3: Evaluation Metrics for MRC (acL 2017)

[SQuAD (2016) Difficult-to-read & Easy-to-answer
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tices infant and adult baptism. Baptized Members
are those who have been baptized as an infant or
child, but who have not professed their own faith.
Question: What are members who have been
baptized as an infant or child but who have not
professed their own faith?

Answer: Baptized Members

MCTest (2013) Easy-to-read & Difficult-to-answer
: The princess climbed out the window of the
high tower and climbed down the south wall when
her mother was sleeping. She wandered out a good
ways. Finally she went into the forest where there are
no electric poles but where there are some caves.
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Chapter 3: Evaluation Metrics for MRC (acL 2017)

[SQuAD (2016) Difficult-to-read & Easy-to-answer

: The United Methodist Church (UMC) prac-
tices infant and adult baptism. Baptized Members What we did in this chapter:
are those who have been baptized as an infant or
child, but who have not professed their own faith.

Question: What are members who have been 1. Defined two classes of metrics:
baptized as an infant or child but who have not .. . ..
professed their own faith? requisite skills and readability

Answer: Baptized Members

e e B 2. Annotated questions with the

: The princess climbed out the window of the skills (mU|tI labelmg)
high tower and climbed down the south wall when
her mother was sleeping. She wandered out a good 3. Analyzed & compared datasets

ways. Finally she went into the forest where there are
no electric poles but where there are some caves.
Question: Where did the princess wander to after { Provide ﬁne—grained evaluation metrics J
escaping?

Answer: A) Mountain *B) Forest C)Cave D) Castle
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Requisite Skills

1. Object tracking 8. Ellipsis
2. Mathematical reasoning 9. Bridging
3. Coreference resolution 10. Elaboration

4. Logical reasoning 11. Meta-knowledge
5. Analogy 12. Schematics clause relation
6. Causal relation 13. Punctuation

7. Spatiotemporal relation

< Skills are newly defined for MRC, based on existing NLP tasks.
<= Related works in NLU tasks don’t cover discourse level skills.

- Knowledge types in RTE [LoBue and Yates, 2011]

- Reasoning types in science QA [Jansen et al., 2016]
16/52



Numbers of Required Skills (aaai2017)

| Accuracy

MCTest | Baseline  Smitht Yint
#Skills Freq. SW+D  LexMatch ABCNN

0 10.3 57.6 72.7 54.5
1 28.4 52.7 67.6 47.3
2 28.4 51.6 66.5 50.5
3 23.8 47.4 67.1 46.1
4 8.1 46.2 52.2 42.3
5 0.9 33.3 41.7 33.3
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Numbers of Required Skills (aaai 2017)

| Accuracy
MCTest | Baseline  Smith™ Yint
#Skills Freq. SW+D  LexMatch ABCNN

0 10.3 57.6 72.7 54.5
1 28.4 52.7 67.6 47.3
2 284 51.6 66.5 50.5
3 23.8 474 67.1 46.1
4 8.1 46.2 52.2 42.3
5 0.9 33.3 41.7 33.3

< Previous study (Sugawarat 2017a) observed that “the more skills are
required, the more difficult to answer (lower accuracy).”

— #requisite skills in a question = the difficulty of answering it .



Result: Frequencies (%) of Requisite Skills

Skill \ Dataset

QA4MRE MCTest SQUAD WDW MARCO NewsQA < 100 Qs * 6 datasets

—_—

1.

12.
13.

. Tracking

Math.

. Coref. resol.
. Logical rsng.
. Analogy

. Causal rel.

. Sptemp rel.

. Ellipsis

. Bridging

10.

Elaboration
Meta
Clause rel.
Punctuation

11.0
4.0
32.0
15.0
7.0
1.0
26.0
13.0
69.0
60.0
1.0
52.0
34.0

6.0
4.0
49.0
2.0
0.0
6.0
9.0
4.0
26.0
8.0
1.0
40.0
1.0

3.0
0.0
13.0
0.0
0.0
0.0
2.0
3.0
42.0
13.0
0.0
28.0
24.0

8.0
3.0
19.0
8.0
7.0
2.0
2.0
16.0
59.0
57.0
0.0
42.0
20.0

6.0
0.0
15.0
1.0
0.0
0.0
0.0
2.0
36.0
18.0
0.0
27.0
14.0

2.0
1.0
24.0
2.0
3.0
4.0
3.0
15.0
50.0
36.0
0.0
34.0
250

across several
answering styles

< Asked to annotate
with skills needed for
answering

<= Agreement > 90%
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Result: Frequencies (%) of Requisite Skills

Skill \ Dataset

QA4MRE MCTest SQUAD WDW MARCO NewsQA =+

—_—

OCoNoOOTh~, WN

1.

12.
13.

Tracking

. Math.

. Coref. resol.
. Logical rsng.
. Analogy

. Causal rel.

. Sptemp rel.

. Ellipsis

. Bridging

10.

Elaboration
Meta
Clause rel.
Punctuation

11.0
4.0
32.0
15.0
7.0
1.0
26.0
13.0
69.0
60.0
1.0
52.0
34.0

6.0
4.0
49.0
2.0
0.0
6.0
9.0
4.0
26.0
8.0
1.0
40.0
1.0

3.0
0.0
13.0
0.0
0.0
0.0
2.0
3.0
42.0
13.0
0.0
28.0
24.0

8.0
3.0
19.0
8.0
7.0
2.0
2.0
16.0
59.0
57.0
0.0
42.0
20.0

6.0
0.0
15.0
1.0
0.0
0.0
0.0
2.0
36.0
18.0
0.0
27.0
14.0

2.0
1.0
24.0
2.0
3.0
4.0
3.0
15.0
50.0
36.0
0.0
34.0
250

-]

100 Qs * 6 datasets
across several
answering styles

Asked to annotate
with skills needed for
answering

Agreement > 90%

MCTest

narrative
— coreference?
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Result: Frequencies (%) of Requisite Skills

Skill\ Dataset QA4MRE MCTest SQUAD WDW MARCO NewsQA = 100 Qs * 6 datasets
across several

1. Tracking 11.0 6.0 30 80 60 2.0 answering styles
2. Math. 4.0 4.0 00 30 00 1.0
3. Coref. resol.  32.0 490 130 19.0 150 24.0 < Askedto annotate
4. Logical rsng. 15.0 2.0 00 80 1.0 2.0 with skills needed for
5. Analogy 7.0 0.0 00 7.0 00 3.0 answering
6. Causal rel. 1.0 6.0 00 20 00 40 & agreement > 90%
7. Sptemp rel. 26.0 9.0 2.0 2.0 0.0 3.0
8. Ellipsis 13.0 4.0 30 160 20 150 % MCTest
9. Bridging 69.0 26.0 420 590 36.0 50.0 = parrative
10. Elaboration 60.0 8.0 13.0 57.0 18.0 36.0 —s coreference?
11. Meta 1.0 1.0 00 00 00 0.0
12. Clauserel.  52.0 400 28.0 420 270 340 = QA4MRE
13. Punctuation  34.0 1.0 240 20.0 14.0 25.0 = written by experts

— reasoning? 18/52



Calculation of Readability

Avg. Num. of characters per word (NumChar)

Avg. Num. of syllables per word (NumSyll)

Avg. sentence length in words (MLS)

Proportion of words in Academic Word List (AWL)

Modifier variation (ModVar)

Num. of coordinate phrases per sentence (CoOrd)

Coleman-Liau index (computed by #letters and #sentences) (Coleman)
Dependent clause to clause ratio (DC/C)

Complex nominals per clause (CN/C)

Adverb variation (AdvVar)

Figure: 10 readability measure from Vajjala and Meurers [2012].

- - - - - - -
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Result: Readability Metrics

Measures QA4MRE MCTest SQuAD WDW MARCO NewsQA
NumChar 5.026 3.892 5.378 4988 5.016 5.017
NumSyll 1.663 1.250 1.791 1.657 1.698 1.635
MLS 28.488 11.858 23.479 29.146 19.634 22.933
AWL 0.067 0.003 0.071 0.033 0.047 0.038
ModVar 0.174 0.7114 0.188 0.150 0.186 0.138
CoOrd 0.922 0.309 0.722 0.467 0.651 0.507
Coleman 12.553 4.333 14.095 12.398 11.836 12.138
DC/C 0.343 0.223 0.243 0.254 0.220 0.264
CN/C 1.948 0.614 1.887 2.310 1.935 1.702
AdvVar 0.038 0.035 0.032 0.019 0.022 0.019
F-K 14.953 3.607 14.678 15.304 12.065 12.624
Words 1545.7 174.1 130.4  253.7 70.7 638.4

*F-K = Flesch-Kincaid grade level = education level required to understand the text.
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Result: Readability Metrics

Measures QA4MRE MCTest SQuAD WDW MARCO NewsQA
NumChar 5.026 3.892 5.378 4988 5.016 5.017

NumSyll 1.663 1.250 1791 1.657 1.698 1.635

MLS 28.488  11.858 23.479 29.146 19.634 22.933

AWL 0.067 0.003 0.071 0.033 0.047 0.038 “* QA4MRE, SQUAD, WDW
ModVar 0.174 0.114 0.188 0.150 0.186 0.138 = eg. news & Wikipedia
CoOrd 0.922 0.309 0722 0.467 0.651 0.507 articles

Coleman  12.553  4.333 14.095 12.398 11.836  12.138

DC/C 0.343 0.223 0243 0.254 0.220 0.264

CN/C 1.948 0.614 1887 2310 1.935 1.702

AdvVar 0.038 0.035 0.032 0.019 0.022 0.019
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Words 1545.7 1741 1304 2537  70.7 638.4

*F-K = Flesch-Kincaid grade level = education level required to understand the text. 20/52
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Relation between Skills and Readability

16 | | wbw
. SQUAD J o

14} QA4MRE
— NewsQA
<1>) 12l . MARCO
=
g 10+
<
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b 8f
M
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41 o MCTest

2 L L L L L

1.0 1.5 2.0 2.5 3.0 3.5

Average number of required skills
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Relation between Skills and Readability

16 | | wbw
. SQUAD . .

14} QA4MRE
— NeWSQA
S 1) . MARCO
=
L 10/
&
=
Bh 8}
N
w6

4t o MCTest

2 L L L L L

1.0 1.5 2.0 2.5 3.0 3.5

Average number of required skills

There is only a weak correlation — readability # difﬂculty}
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Summary of Chapter 3

Observations
< Difficult texts do not necessarily make difficult questions
— Text readability # question difficulty

< When controlling the question difficulty, we can focus on easy texts
(e.g., story for children) rather than difficult texts (e.g., news articles)
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Summary of Chapter 3

Observations
< Difficult texts do not necessarily make difficult questions
— Text readability # question difficulty
< When controlling the question difficulty, we can focus on easy texts

(e.g., story for children) rather than difficult texts (e.g., news articles)
Research Question and Contribution

Q: How to evaluate reading comprehension beyond simple accuracy?
A: Define a comprehensive set of requisite skills and readability measures
— Provide fine-grained and human-based evaluation metrics for MRC
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Overview

§1.82 Evaluating Natural Language Understanding
in Machine Reading Comprehension

§3 Evaluation Questlon 85 )Benchmark
Metrics Quality Capacity

= How to evaluate reading == How to ensure questions <= How to specify high-quality
comprehension? require precise NLU? questions with organized
— Requisite skills and — Heuristics for identifying metrics?
text readability easy & hard questions — Automated analysis
(AAAI 2017, ACL 2017) (EMNLP 2018) methods for requisite skill
(AAAI 2020)
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Background: Question Quality in NLU Tasks (Issue 2)

Annotation artifacts

\ NLU tasks contain unintended patterns specific to certain answer classes ‘

Premise A woman selling bamboo sticks talking to two men on a loading dock.
Entailment There are at least three people on a loading dock.
Neutral A woman is selling bamboo sticks to help provide for her family.

Contradiction A woman is not taking money for any of her sticks.

<= SNLI/MultiNLI [Gururangan et al., 2018], StoryClozeTest [Schwartz et al., 2017]
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tQuestions may fail to require precise understanding?
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Motivation: What Makes Questions Easier?

What kind of understanding actually happens?

Context:  In November 20174, Sony Pictures Entertainment was targeted by hackers
who released details of confidential e-mails between Sony executives re-
garding several high-profile film projects. Included within these were sev-
eral memos relating to the production of Spectre, claiming that [...]. Eon
Productions issued a statement [...].

Question: When did hackers get into the Sony Pictures e-mail system?

Answer: November 2014

25/52



e
Motivation: What Makes Questions Easier?

What kind of understanding actually happens?

Context:  In November 2074, Sony Pictures Entertainment was targeted by hackers
who released details of confidential e-mails between Sony executives re-
garding several high-profile film projects. Included within these were sev-
eral memos relating to the production of Spectre, claiming that [...]. Eon
Productions issued a statement [...].

Question: When did-hackers-getinto-the-SenyPicturese-mail-system?

Answer: November 2014

1. Recognizing entity type
» Single candidate answer November 2014 for when

25/52



Motivation: What Makes Questions Easier?

What kind of understanding actually happens?

Context:  In November 2074, Sony Pictures Entertainment was targeted by hackers
who released details of confidential e-mails between Sony executives re-
garding several high-profile film projects. Included within these were sev-
eral memos relating to the production of Spectre (2015), claiming that [...].
In February 2015, Eon Productions issued a statement [...].

Question: When did-hackers-getinto-the-SenyPicturese-mail-system?

Answer: November 2014

1. Recognizing entity type
» Single candidate answer November 2014 for when

25/52



Motivation: What Makes Questions Easier?

What kind of understanding actually happens?

Context:  In November 2074, Sony Pictures Entertainment was targeted by hackers
who released details of confidential e-mails between Sony executives re-
garding several high-profile film projects. Included within these were sev-
eral memos relating to the production of Spectre (2015), claiming that [...].
In February 2015, Eon Productions issued a statement [...].

Question: When did hackers getinte-the Sony Pictures e-mail system?

Answer: November 2014

1. Recognizing entity type
» Single candidate answer November 2014 for when
2. Attending words between Context and Question
» Sony, Pictures, hackers, emails, Sony...

25/52



Motivation: What Makes Questions Easier?

What kind of understanding actually happens?

Context:  In November 2074, Sony Pictures Entertainment was targeted by hackers
who released details of confidential e-mails between Sony executives re-
garding several high-profile film projects. Included within these were sev-
eral memos relating to the production of Spectre (2015), claiming that [...].
In February 2015, Eon Productions issued a statement [...].

Question: When did hackers getinte-the Sony Pictures e-mail system?

Answer: November 2014

1. Recognizing entity type
» Single candidate answer November 2014 for when
2. Attending words between Context and Question
» Sony, Pictures, hackers, emails, Sony...

— Use these information to classify Easy & Hard questions 25/52
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Two Heuristics — Easy and Hard Subsets

A. Entity type-based heuristic
Q: How many questions are solved only with the first & tokens? (for simplicity)

B. Attention-based heuristic

Q: How many questions have their answers in the most similar sentence?
= We compute unigram overlap to get intuitive results

Score on the first two

Heuristics question tokens (k = 2)
>0 0
Answer in Yes Easy Easy
most sim sentence | No Easy Hard
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Easy and Hard Subsets
A:nswerextraction Description Multiple choice Dorul DoEasy DoHard
=) HHHHHHHHHHD HHHHHH HHHHHD

[e=]

SQUAD AddSent NewsQA TriviaQA QAnga MARCO NarraQA MCTest RACE MCScript ARC-E ARC-C
PEOECHOO RO ®
N B &

< The baseline performances: Easy >>> Hard

— We overestimate the performance?
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Annotation Results: Requisite Skills
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Summary of Chapter 4

Observations
< The baseline performances: Easy >>> Hard
— Overestimate the current performance?
< Knowledge reasoning & multi sentence reasoning: Hard > Easy
< Multiple choice datasets are better in validity and reasoning types
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Summary of Chapter 4

Observations
< The baseline performances: Easy >>> Hard
— Overestimate the current performance?
< Knowledge reasoning & multi sentence reasoning: Hard > Easy
< Multiple choice datasets are better in validity and reasoning types

Research Question and Contribution

Q: How to ensure questions require precise NLU?
A: Develop a filtering method using two simple heuristics
— Enable to collect questions that require a deeper understanding of texts

30/52



Overview

in Machine Reading Comprehension

§3 Evaluation Questlon 85 )Benchmark
Metrics Quality Capacity

§1.82 Evaluating Natural Language Understanding |

= How to evaluate reading == How to ensure questions <= How to specify high-quality
comprehension? require precise NLU? questions with organized
— Requisite skills and — Heuristics for identifying metrics?
text readability easy & hard questions — Automated analysis
(AAAI 2017, ACL 2017) (EMNLP 2018) methods for requisite skill
(AAAI 2020)
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Motivation: Skill-based & Automated Analysis

§3 Requisite skills for MRC

< Manual annotation of requisite skills in the MRC task
<= Enable to detailed evaluation but necessitate much annotation cost

32/52



Motivation: Skill-based & Automated Analysis

§3 Requisite skills for MRC

< Manual annotation of requisite skills in the MRC task
<= Enable to detailed evaluation but necessitate much annotation cost

84 Heuristics for MRC

< Automated analysis of question difficulty in the MRC task
< Easy to use, but still don't provide detailed information

32/52



Motivation: Skill-based & Automated Analysis

§3 Requisite skills for MRC

< Manual annotation of requisite skills in the MRC task
<= Enable to detailed evaluation but necessitate much annotation cost

84 Heuristics for MRC

< Automated analysis of question difficulty in the MRC task
< Easy to use, but still don't provide detailed information

— §5 Skill-based & automated analysis for MRC

< Machines may find bypass solutions.

— Simple human annotation # true requisite skills? = low explainability
32/52



Analysis Methods in MRC
Modifying input features @]

(Feng* 2018; Kaushik* 2018)

‘ Our goal (§5) ’
Stress-test evaluation ” ; o
Model \ for NLI (Naik+ 2018) | | Compositionality sensitivity Human
Behaviors in NLI (Nie* 2018) Skills
[

Adversarial examples
with distracting sentences Annotation of requisite
{Jia&Liang 2017) skills and knowledge §3
(Boratko+ 2018)

| Manual |
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Intuition: Ablation of Features as Dataset Analysis

Previous Work: analyzing model behavior by input modification

< Drop tokens [Kaushik and Lipton, 2018]
< Replace tokens [Cirik et al., 2018]
< Shuffle tokens [Nie et al., 2019]
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Intuition: Ablation of Features as Dataset Analysis

Previous Work: analyzing model behavior by input modification

< Drop tokens [Kaushik and Lipton, 2018]
< Replace tokens [Cirik et al., 2018]
< Shuffle tokens [Nie et al., 2019]

\ Intuition: ablation of features\

If a solved question can be still solved even after removing features
associated with a skill, the question do not require that skill.
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Ablation of Features: Shuffling Sentence Words

What colour is your name ? One person says her name is the colour red . Synesthesia
is not a common condition . For these people, the everyday world can be a colourful
and interesting place .

is colour your What name ? One is person colour her says red the name . Synesthesia
a common is not condition . world the colourful , can For be people place everyday
and a interesting these .
Question
What is this passage mainly about?
Options
(A) An unusual condition. (B) People who like colour. (C) The colour of pain. (D) Music and art.
Prediction before and after shuffling
(A) An unusual condition. — (A) An unusual condition.
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Options
(A) An unusual condition. (B) People who like colour. (C) The colour of pain. (D) Music and art.
Prediction before and after shuffling
(A) An unusual condition. — (A) An unusual condition.

[ Does this question require the syntax-level information?}
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Chapter 5: Assessing the Benchmarking Capacity of Datasets
(AAAI2020)

What we did in this chapter:
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1. Propose a semi-automated, ablation-based methodology for analyzing
the benchmarking capacity of MRC datasets.

» 12 skills and corresponding ablation methods

2. Evaluate to what degree the questions do not require the skills
> 10 existing MRC datasets from the answer extraction and multiple choice

( Enable to precisely evaluate the benchmarking capacity of datasets. 1
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12 Skills and Ablation Methods: Reading Level (1-6)

1. Recognizing the whole question except for interrogatives

= Drop all words except interrogatives (wh- words and how) in a question.
2. Recognizing content words

» Drop content words in the context.
3. Recognizing function words

» Drop function words in the context.
4. Recognizing vocabulary

* Anonymize context and questions words with their part-of-speech tag.
5. Attending the whole context other than similar sentences

» Keep the sentences that are the most similar to the question.
6. Recognizing the word order

* Randomly shuffle all words in the context.
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12 Skills and Methods: Reasoning Level (7-12)

7. Grasping sentence-level compositionality
» Randomly shuffle the words in all the sentences except the last token.
8. Bridging reasoning
* Randomly shuffle the order of the sentences in the context.
9. Performing basic arithmetic operations
* Replace numerical expressions with random numbers.
10. Explicit logical reasoning
» Drop logical terms such as not, every, and if.
11. Resolving pronoun coreferences
» Drop personal and possessive pronouns.
12. Reasoning about explicit causality
» Drop causal terms/clauses such as because and therefore.
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Other Examples

Context word shuffle (solved!)

Vocabulary anonymization (solved!)

> Q

¢ Chris Ulmer, the 26-year-old teacher in Jacksonville starts

his class by calling up each student individually to give
them much admiration and a high-five. I couldn’t help but
be reminded of Syona’s teacher and how she supports
each kid in a very similar way.

¢ What can we learn about Chris Ulmer?
¢ He praises his students one by one (multiple choice)

C: Immediately behind the basilica is the Grotto, a Marian
place of prayer. It is a replica of the grotto at Lourdes,
France where the Virgin Mary reputedly appeared to
Saint Bernadette Soubirous in 1858.

Q: To whom did the Virgin Mary allegedly appear in 1858
in Lourdes France?

A: Saint Bernadette Soubirous

) 4

¥

)

¢ his help a in calling class but Syona’s starts each 26-year-

old similar individually Ulmer, and Chris admiration
way. Jacksonville kid much I by couldn’t them the a to
supports of in student and teacher each be teacher
reminded give how she high-five. up very

: What can we learn about Chris Ulmer?
: He praises his students one by one (multiple choice)

C: @adverbl @prepS @other0 @nounl7 @verb2 @other0

@noun20 [...] @other0 @noun20 @prep6 @noun25 @punct0
@noun26 @wh0 @other0 @noun7 @noun8 @adverb3

@verb4 ( 4 @noun27 @noun28 @noun29 (
( @period0

Q: ¢ @wh2 @verb6 @other0 @noun7 @noun8 @adverb4
@verb4 @prep2 @noun25 @noun26

A: @noun27 @noun28 @noun29
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Answer extraction Multipré choice
<= Content words only & Sentence word shuffle : small drop from the |original
<= CoQA, SQUAD, SQUADZ2: relatively high performance on Vocabulary anonymization

<= Multiple choice datasets: high performance on Context word shuffle
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Summary of Chapter 5

Observations

< Most of the questions already answered correctly by the baseline model
do not necessarily require lexical, grammatical and complex reasoning.

— Existing questions may fail to require complex understanding of texts

< For precise benchmarking, MRC datasets will need to take extra care in
their design to ensure that questions require the intended skills.
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Research Question and Contribution

Q: How to specify high-quality questions with organized metrics?
A: Proposed analysis methods for datasets using feature ablation

— Enable to precisely evaluate the benchmarking capacity of datasets.
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Overview

§1.82 Evaluating Natural Language Understanding
in Machine Reading Comprehension

§3 Evaluation Questlon 85 )Benchmark
Metrics Quality Capacity

= How to evaluate reading == How to ensure questions <= How to specify high-quality
comprehension? require precise NLU? questions with organized
— Requisite skills and — Heuristics for identifying metrics?
text readability easy & hard questions — Automated analysis
(AAAI 2017, ACL 2017) (EMNLP 2018) methods for requisite skill
(AAAI 2020)
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Contributions

§3. How to evaluate reading comprehension?

» Defined a comprehensive set of requisite skills and readability measures
— Provide fine-grained evaluation metrics for NLU beyond simple accuracy.
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— Provide fine-grained evaluation metrics for NLU beyond simple accuracy.

§4. How to ensure questions require precise NLU?

» Developed a question-filtering method using two simple heuristics
— Enable to automatically collect hard questions that require a deeper
understanding of texts beyond using superficial cues.

§5. How to specify high-quality questions with organized metrics?

* Proposed analysis methods of datasets using feature ablation
— Enable to assess the capabilities of datasets for benchmarking NLU.
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Summary of the Thesis

Requirements of MRC Datasets

< Explainability (cf. psychological study of human text understanding)

» Evaluation metrics reflect the question intention in human terms.
— Explain what is evaluated and what successful models can do.

< Validiation (cf. validity in psychometrics)

* Questions reliably evaluate the intended skills without bypass solutions.
— Ensure that the intended skills are evaluated.
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Summary of the Thesis

Requirements of MRC Datasets

< Explainability (cf. psychological study of human text understanding)

» Evaluation metrics reflect the question intention in human terms.
— Explain what is evaluated and what successful models can do.

< Validiation (cf. validity in psychometrics)

* Questions reliably evaluate the intended skills without bypass solutions.
— Ensure that the intended skills are evaluated.

Why Important?

< Hypothesis verification for the scientific study of NLU

< Accountability in practical applications such as assisting human

intelligent activities
44/52
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