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● “Decomposition” system for multi-hop reading comprehension questions
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Abstract

● Original question
● Span decomposed
● P1,P2: premises

● Answer

● Q1,Q2: sub questions



Personal interest: evaluation of language understanding (and the quality of NLU datasets)
● 2016 Yomikai

○ Chen et al. (2016) A Thorough Examination of the CNN/Daily Mail Reading 
Comprehension Task [paper]

○ Their system achieved the ceiling for performance on this task
● 2017 Yomikai

○ Jia & Liang (2017) Adversarial Examples for Evaluating Reading Comprehension 
Systems [paper]

○ SOTA systems are easily fooled by distracting sentences
● 2018 Yomikai (if I could attend)

○ Min et al. (2018) Efficient and Robust Question Answering from Minimal Context 
over Documents [paper]

○ Most questions in existing datasets can be answered with a small set of 
sentences (SQuAD v1: 92% of questions are answerable with a single sentence)3

Why this paper?

https://www.aclweb.org/anthology/P16-1223
https://www.aclweb.org/anthology/D17-1215
https://www.aclweb.org/anthology/P18-1160


● Multi-hop Reading Comprehension
○ First(?): WikiHop dataset by Welbl et al. (2018) [web] [paper]
○ Requiring reasoning over multiple documents/evidence
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Background: Multi-hop RC

🤔

http://qangaroo.cs.ucl.ac.uk/
https://aclweb.org/anthology/Q18-1021


● HotpotQA dataset (Yang et al., EMNLP 2018) [web] [paper]
○ Crowdsourced using paragraphs in Wikipedia
○ Has “supporting facts” (annotated sentences)
○ Question types: bridging, comparison -> compositionality in questions
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Background: HotpotQA

https://hotpotqa.github.io
https://arxiv.org/abs/1809.09600


1. Decompose the original Q into sub Qs according to a few reasoning types
2. Answer sub Qs
3. Score the answers and output the final answer (the scorer is trained)
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Overview of how it works



● Train Pointer functions that point to a few indices
○ Bridging (3 indices) = (start, article, end) of bridging entity (clause)
○ Intersection (2 indices) = (start, end) of common information
○ Comparison (4 indices) = (start, end) of two entities (by Spacy NER)
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Pointer and Decomposition
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Span Annotation

Bridging (3 points) Intersection (2 points)



● Comparison types are hard-coded…
○ Numeric, logical, string match

           cf. DROP dataset (Dua et al., 2019)
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Comparison Types



● 1hop train  = trained only on single-hop Questions (provided in the dataset)
● single/multi = all three models of single-hop BERT obtain non-negative F1 
● Settings

○ Distractor = two gold + eight distracting paragraphs
○ Full wiki = the first paragraphs of all Wikipedia articles
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Results

Development set Test set



1. Questions are not necessarily compositional
2. Error question
3. Counting is still difficult
        cf. BERT-calculator https://arxiv.org/abs/1909.00109 , MTMSN https://arxiv.org/abs/1908.05514
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Error Analysis

https://arxiv.org/abs/1909.00109
https://arxiv.org/abs/1908.05514


SOTA NLP Yomikai:
Compositional Questions Do Not
Necessitate Multi-hop Reasoning
Min et al. (ACL 2019, short) [Paper]

Reader: Saku Sugawara
2019-09-28

https://arxiv.org/abs/1906.02900


Abstract

● Answer type is animal. But only one of 10 paragraph is about an animal!
● The authors propose a single-paragraph BERT

○ Input = a single paragraph
○ Output = answer span (as usual) and 4 scalars for span/yes/no/empty

● It achieves a comparable performance with other SOTA methods 

ぼのぼ氏

13

[Paper]

https://arxiv.org/abs/1906.02900


Examples from the original paper
● single “team name”?

○ no guarantee

● difficult

● XXX, nicknamed “Cobra”

● single “city name”?
○ no guarantee

● XXX were merged into...
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Really Multi-hop?



Observations 1

Development set:
● Single-para BERT = 67.08 F1     /     DecompRC = 70.57 F1

Human on 200 bridging questions
● (8 distractor para +) 2 gold para = 87.37 F1    /    1 gold para = 82.06 F1
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Types of bridging questions: GOOD = 27%, BAD = 35+26+8 = 69%



Observations 2

● Multi-hop and Context-dependent = around chance accuracy
    → enough difficult for the single-paragraph model   (& single hop is easy)

How can we ensure multi-hop reasoning?
● New adversarial distractor paras by model-based filtering (e.g., HellaSWAG ) 

    → the accuracy declines but it recovers when it is re-trained
    → Future work: develop improved method for distractor collection?
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Types of comparison questions and the performance of single-para BERT

https://arxiv.org/abs/1905.07830


● Question decomposition: interesting!
○ But compositional questions seem unnatural
○ Can we create natural questions that require multi-hop reasoning?

■ Combination of knowledge base, math & logical operations, … ?

● Recent trends and future direction (?)
○ Large datasets (CNN/DailyMail, SQuAD etc.) (2015~2017)
○ Strong general models (GPT, BERT, XLNet, RoBERTa, ALBERT...)
○ Skill-oriented datasets (2018~)

■ SQuAD v2, CoQA, HotpotQA, DROP, CosmosQA, QuoRef, ...
○ Skill-specific architecture on top of strong general models (this etc.)

   　　→ Comprehensive datasets & more general models? （できるのか？）

Summary and Kansou
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https://rajpurkar.github.io/SQuAD-explorer/
https://stanfordnlp.github.io/coqa/
http://hotpotqa.github.io
https://arxiv.org/abs/1903.00161
https://arxiv.org/abs/1909.00277
https://arxiv.org/abs/1908.05803

